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Large Deviation Approach to the Randomly Forced
Navier–Stokes Equation

R. Collina,1,2 R. Livi3,4 and A. Mazzino1,2,5

Received November 26, 2003; accepted September 14, 2004

The random forced Navier–Stokes equation can be obtained as a variational
problem of a proper action. By virtue of incompressibility, the integration over
transverse components of the fields allows to cast the action in the form of a
large deviation functional. Since the hydrodynamic operator is nonlinear, the
functional integral yielding the statistics of fluctuations can be practically com-
puted by linearizing around a physical solution of the hydrodynamic equation.
We show that this procedure yields the dimensional scaling predicted by K41
theory at the lowest perturbative order, where the perturbation parameter is the
inverse Reynolds number. Moreover, an explicit expression of the prefactor of
the scaling law is obtained.
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1. INTRODUCTION

A field theoretic approach to the study of the random stirred
Navier–Stokes equation (rsNSE) can be traced back to the seminal
paper by Martin, Siggia and Rose.(1) This was the starting point for the
application of many field-theoretic strategies, e.g. diagramatic expansions,
renormalization group methods(2) (for recent developments and applica-
tions the reader can be addressed to(3)), instanton-based approaches (for
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applications of instantonic methods in turbulence see, e.g.,(4–7) and refer-
ences therein) and combinations of them.(8) The many technical difficulties
encountered in developing these approaches avoided to gather conclusive
achievements.

In this paper we show that one step forward along this field-theoretic
approach allows one to cast the action associated with the rsNSE into the
form of a large deviation functional. Recently, large-deviation theory has
scored sensible success in describing fluctuations in stationary non-equi-
librium regimes of various microscopic models.(9) This approach is mainly
based on the extension of the time-reversal conjugacy property introduced
by Onsager and Machlup(10) to stationary non-equilibrium states. In prac-
tice, thermal fluctuations in irreversible stationary processes can be traced
back to a proper hydrodynamic description derived from the microscopic
evolution rules. The general form of the action functional is

I[(t1,t2)](ρ)= 1
2

∫ t2

t1

dt 〈W,K(ρ) W 〉 (1)

where ρ(t, �x) represents in general a vector of thermodynamic variables
depending on time t and space variables �x. The symbol 〈· , ·〉 denotes the
integration over space variables. W is a hydrodynamic evolution opera-
tor acting on ρ: it vanishes when ρ is equal to the stationary solution ρ̄,
which is assumed to be unique. The positive kernel K(ρ) represents the
stochasticity of the system at macroscopic level. According to the large
deviation-theory, the entropy S of a stationary non-equilibrium state is
related to the action functional I as follows:

S(ρ)= inf
ρ

I[−∞,0](ρ̂) (2)

where the minimum is taken over all trajectories connecting ρ̄ to ρ̂.
For our purposes it is enough to consider that the action functional

I provides a natural measure for statistical fluctuations in non-equilibrium
stationary states, so that, formally, any statistical inference can be obtained
from I . Indeed, from the very beginning we have to deal with a hydrody-
namic formulation, namely the rsNSE: in the next section we will argue
that an action functional of the form (1) can be obtained by field-theoretic
analytic calculations.

In particular, explicit integration over all longitudinal components
of the velocity field and over the associated auxiliary fields can be per-
formed. This allows to obtain a hydrodynamic evolution operator W

which depends only on the transverse components of the velocity field



Large Deviation Approach to the Randomly Forced Navier–Stokes Equation 453

vα
T (t, �x) (α = 1,2,3). Moreover, the positive kernel K amounts to the

inverse correlation function of the stochastic source. This formulation
allows to overcome some of the technical difficulties characterizing stan-
dard perturbative methods and diagramatic expansions.

On the other hand, we have to face with new difficulties. The hydro-
dynamic operator appearing in the large deviation functional is nonlinear,
so that functional integration is unfeasible. One has to identify a solu-
tion v̄α

T (t, �x) of the associated hydrodynamic equation and linearize the
hydrodynamic operator around such a solution. Then, functional integra-
tion can be performed explicitly on the “fluctuation” field. In order to be
well defined, this approximate procedure would demand the uniqueness of
the solution of the nonlinear hydrodynamic equation. For this reason we
have restricted our choice to a class of space–time functions which are
also solutions of the linear problem. Among them, there is only one func-
tion which satisfies physically relevant boundary conditions (see Section 3).
Statistical fluctuations have been estimated with respect to this solution,
which has also the advantage of reducing the dependence of the gener-
ating functional on the pressure field to a trivial constraint. In practice,
we construct a perturbative saddle-point approach based on a linearization
procedure of the velocity field vα

T (t, �x) around v̄α
T (t, �x). As a consequence

of the nonlinear character of the original problem. the fluctuation field
uα

T (t, �x) = vα
T (t, �x) − v̄α

T (t, �x) is found to obey a linearized hydrodynamic
problem with coefficients depending on space and time through v̄α

T (t, �x).
It is worth stressing that even the solution of the linearized problem is
nontrivial and it is found to depend naturally on a perturbative parame-
ter R−1, the inverse of the Reynolds number. We exploit this property by
constructing a further perturbation procedure to obtain an explicit expres-
sion for uα

T (t, �x) at different orders in R−1. These points are discussed in
Section 4.

Since our main purpose here is the estimation of the structure func-
tion (see Section 5) as an average over the non-equilibrium measure
induced by the action I , we have to assume that the perturbative expan-
sion applies in a wide range of values of R. In particular, we guess that
it holds also for moderately large R, since a statistical average of any
observable cannot be valid for too large values of R, i.e. in a regime of
fully developed turbulence. We will argue that statistical estimates can be
consistently obtained for values of R which extend up to the region of
stability of the solution v̄α

T (t, �x). Beyond this region we have no practi-
cal way of controlling the convergence of the linearization procedure. It
is worth stressing that we obtain an analytic expression of the structure
function: the so-called K41 scaling law(11) is recovered on a spatial scale,
whose nontrivial dependence on R is explicitly indicated.
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At the present stage, we are not able to say at which extent our results
on the dimensional scaling are dependent on the particular choice we did
for the solution around which we studied the fluctuations. Further investi-
gations are needed to clarify this important point, which probably require
the combination of analytical and numerical techniques.

2. THE MODEL

We consider the Navier–Stokes equation for the velocity vector-field
components vα(t, �x) describing a divergence-free homogeneous isotropic
flow:
(

∂

∂t
−ν∇2

)
vα(t, �x)+vβ(t, �x)

∂

∂xβ
vα(t, �x)+ 1

ρ

∂

∂xα
P (t, �x)−f α(t, �x)=0,

(3)
∂

∂xα
vα(t, �x)=0. (4)

Here, P is the pressure and the field f α represents a source/sink of
momentum necessary to maintain velocity fluctuations. Customarily,(12) we
assume f α to be a white-in-time zero-mean Gaussian random force with
covariance

〈f α(t, �x)f β(t ′, �x′)〉=Fαβ
(�x − �x′) δ (t − t ′

)
. (5)

Due to constraint (4), the field vα(t, �x) depends only on the transverse
degrees of freedom of f α(t, �x). Without prejudice of generality we can
also assume divergence-free forcing, yielding the additional relation

∂

∂xα
Fαβ
(�x − �x′)= ∂

∂xβ
Fαβ
(�x − �x′)=0. (6)

A standard choice for Fαβ is

Fαβ(�x)= D0L
3

(2π)3

∫
d3p ei �p·�x(Lp)se−(Lp)2Pαβ(p), (7)

where D0 is the power dissipated by the unitary mass, p = | �p|, L is the
integral scale, s is an integer exponent (typically, s =2) and

Pαβ(p)= δαβ − pαpβ

p2

is the projector on the transverse degrees of freedom.
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Following the Martin–Siggia–Rose formalism(1) we introduce the
Navier–Stokes density of Lagrangian

L(v,w,P,Q,f ) = wα(t, �x)

[(
∂

∂t
−ν∇2

)
vα(t, �x)+vβ(t, �x)

∂

∂xβ
vα(t, �x)

+ 1
ρ

∂

∂xα
P (t, �x)−f α(t, �x)

]
+ 1

ρ
Q(t, �x)

∂

∂xα
vα(t, �x),

(8)

where the field wα is the conjugated variable to the velocity field vα and
the field Q is the Lagrangian multiplier related to constraint (4). The gen-
erating functional is given by the integral

W (J,P ) =
∫

DvDwDQDf exp
{
i

∫
dt d3x [L(v,w,P,Q,f )+Jαvα]

−1
2

∫
dt d3x d3yf αF−1

αβ f β

}
(9)

where Jα are the components of the “external source” vector J . By inte-
gration over the statistical measure, Df e− 1

2

∫
f F−1f and over the Lagrange

multiplier Q, we obtain an expression which depends only on the trans-
verse component vT of the velocity field v. By decomposing the auxiliary
field w in terms of its transverse (wT ) and longitudinal (wL) components,
w =wL +wT , the measure Dw factorizes into DwLDwT and the generat-
ing functional (9) reduces to

W(J,P ) =
∫

DwT DwLDvT exp

×
{
i

∫
dtd3x

[
wα

T

{(
∂

∂t
−ν∇2

)
vαT +

(
v

β
T

∂

∂xβ
vαT

)
T

}

+wα
L

{(
v

β
T

∂

∂xβ
vαT

)
L

+ 1
ρ

∂P

∂xα

}
+Jαvα

T

]

−1
2

∫
dt

∫
d3x d3ywα

T Fαβw
β
T

}
. (10)

Diagramatic strategies are usually applied at this level. We want to point
out that one can go further by observing that also the transverse and lon-
gitudinal components of the auxiliary field w can be integrated out, yield-
ing the equation
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W(J,P )=
∫

DvT e− 1
2 I (vT )+i

∫
dtd3xJαvα

T δ

((
v

β
T

∂

∂xβ
vαT

)
L

+ 1
ρ

∂P

∂xα

)
(11)

where the action functional I has the form

I (vT )=
∫

dtd3xd3y

[(
∂

∂t
−ν∇2

)
vα
T (t, �x)+v

ρ
T (t, �x)∂ρvα

T (t, �x)

]

F−1
αβ (|�x − �y|)

[(
∂

∂t
−ν∇2

)
v

β
T (t, �y)+vλ

T (t, �y)∂λv
β
T (t, �y)

]
. (12)

The computation of (11) would require to solve the constraint

(
v

β
T

∂

∂xβ
vαT

)
L

+ 1
ρ

∂P

∂xα
=0, (13)

In principle, this is a very difficult task due to the nonlinear character ot
the constraint.

In the following section we show that we can identify a particular ex-
tremal solution, v̄T , of the functional (12). This solution is found to be
independent of the stochastic source and, moreover, it satisfies constraint
(13) for any constant value of the pressure. Accordingly, I (vT ) can be
interpreted as a large deviation functional (see Eq. (1)) and the statisti-
cal nonequilibrium measure of the rsNSE can be effectively evaluated by
integrating over the fluctuations around this extremal solution. It is worth
observing that the entropy is related to the functional I (vT ) by the rela-
tion(9)

S(vT )= 1
2

inf
vT

I (vT ), (14)

where the minimum is taken over all trajectories connecting v̄T to vT .
In what follows we are going to show that a suitable perturbative

strategy can be applied for obtaining explicit analytic calculations of the
statistical properties of the rsNSE.

3. A QUASI-STEADY SOLUTION AND ITS STABILITY

Any analytic approach aiming at the estimation of the generating
functional (11) demands the identification of an explicit solution of the
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action functional (12). In practice, this amounts to solve the stationarity
condition

δI (vT )

δvσ
T (t, �x)

= 2
∫

d3y

[
− δ α

σ

(
∂

∂t
+ν∇2

)
+ ∂σ vα

T (t, �x)

−δ α
σ v

ρ
T (t, �x)∂ρ

](
F−1

αβ (|�x − �y|)
[(

∂

∂t
−ν∇2

)
v

β
T (t, �y)

+vλ
T (t, �y)∂λv

β
T (t, �y)

])
=0. (15)

We want to observe that for any arbitrary scalar field 
(t, �x) a solu-
tion of the equation

(
∂

∂t
−ν∇2

)
v

β
T (t, �x)+vλ

T (t, �x)∂λv
β
T (t, �x)= ∂β
(t, �x), (16)

is also a solution of (15). Since Fαβ(|�x − �y|) contains a projector on the
transverse degrees of freedom we can fix, without prejudice of generality,
the condition ∂β
=0. It is worth pointing out that, for what concerns Eq.
(16), this condition implies also that the longitudinal component of the
nonlinear term vanishes, i.e. the solution vλ

T (t, �x) has to satisfy the addi-
tional condition

∂β

(
vλ
T (t, �x)∂λv

β
T (t, �x)

)
=0. (17)

Several different solutions can be found: among them, the only one
unaffected by divergences in space and time is the following:

v̄α
T (t, �x)= Uα

2


1+ e

− t
τD sin


 1

2
√

b2 − (�a · �b)2

(
�b∧ �a

)
· �x
L




 , with t >0.

(18)

The Uα are the components of the vector of velocity amplitude �U
(U = | �U |), �a = �U

U
is the corresponding unit vector and �b identifies a rota-

tion axis. Both vectors �U and �b can be fixed arbitrarily. We assume also
that the length-scale L is the same as the forcing integral scale defined
in (7). This implies that solution (18) decays exponentially in time to the
constant Uα

2 with the rate τD = 4L2/ν, which is the diffusion time scale.
The dependence of solution (18) on the Reynolds number R can be made
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explicit by the relation R= LU
ν

, so that τD =4νR2/U2. Notice that condi-
tion (17) is trivially satisfied by solution (18), because

v̄
β
T (t, �x)∂β v̄α

T (t, �x)=0. (19)

Accordinlgy, v̄α
T (t, �x) is also a solution of the diffusion equation(

∂t −ν∇2
)
v̄α
T (t, �x) = 0. There are two main consequences to be pointed

out: (i) as a solution of the linear diffusion equation v̄α
T (t, �x) is unique,

which is a crucial requirement for the large deviation approach; (ii) the
solution has to be defined only for positive times.

Moreover, due to condition (19), the constraint (13) is trivially solved
by P =constant.

For |�x|�L solution (18) approximates a linear shear flow: this is well
known to produce instabilities for sufficiently large Reynolds numbers R.
In this perspective, it is worth analyzing the dynamical stability of (18).
For this aim we consider the perturbed velocity vector, whose components
are:

vα(t, �x)= v̄α
T (t, �x)+ δvα

T (t, �x). (20)

The perturbation vector δvα
T is assumed to be much smaller than v̄α

T

with respect to any proper functional measure µ, i.e. |δvα
T (t, �x)|µ �

|vα(t, �x)|µ,∀t and ∀�x. One can substitute (20) into (16) with ∂β
 = 0,
while assuming that it satisfies constraint (17). In the linear approximation
one obtains an equation for δvα

T (t, �x), which can be solved explicitly by
performing an expansion in the inverse Reynolds number R−1. As shown
in Appendix A, the perturbation field vanishes and, accordingly, (18) is
stable for sufficiently large times and Reynolds numbers and provided the
following inequality holds:

8ν2R
U2

k2 >1. (21)

This inequality implies that for increasing values of R the band of
unstable modes becomes thinner and thinner. As a consequence, solving
the stability problem by expanding the solution of the linearized dynam-
ics (A.1) in powers of R−1 is consistent with this finding. Since condition
(21) has been derived by assuming R large, it is not in contradiction with
the Landau scenario for the origin of turbulence.

In summary, v̄α
T (t, �x) exhibits all the expected features of a physi-

cally relevant solution, which corresponds to stationarity conditions for
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the large-deviation functional. Accordingly, it can be effectively used for
computing statistical non-equilibrium fluctuations of the rsNSE. In the
next section we will exploit a saddle point strategy for performing explicit
calculations from the generating functional.

4. PERTURBATIVE ANALYSIS OF THE GENERATING FUNCTIONAL

All statistical properties concerning the rsNSE are contained in the
structure functions which can be obtained by performing derivatives of the
generating functional (11) with respect to the current Jα. An explicit cal-
culation is unfeasible due to the nonlinear character of the action func-
tional I (vT ). Since in the previous section we have identified the solution
v̄α
T , we can tackle the problem by introducing the velocity field uα

T =vα
T −

v̄α
T , which represents fluctuations with respect to v̄α

T , and by applying a
saddle-point strategy.

Due to the translational invariance of the functional measure, the
generating functional (11) can be rewritten as

W(J )=
∫

DuT e− 1
2 I (uT )+i

∫
dt d3xJαuα

T . (22)

A linearized expression for the action functional can be obtained by
assuming that higher order terms in uα

T generated by the saddle-point
expansion around the solution v̄α

T are negligible with respect to the func-
tional measure DuT :

I (uT ) =
∫ ∞

0
dt

∫
d3xd3y

[
(∂t −ν∇2

x )uα
T (x̂)+ v̄

ρ
T (x̂)∂ρuα

T (x̂)

+u
ρ
T (x̂)∂ρv̄α

T (x̂)

]
F−1

αβ (|�x − �y|)

×
[
(∂t −ν∇2

y )u
β
T (ŷ)+ v̄λ

T (ŷ)∂λu
β
T (ŷ)+uλ

T (ŷ)∂λv̄
β
T (ŷ)

]
. (23)

We have also introduced the shorthand notation x̂ ≡ (t, �x).
Consistently with this perturbative approach, we can also assume

that, at leading order, constraint (13) is still trivially solved by (18), i.e. the
pressure P is a constant.

In this way the action functional (23) has a bilinear form in the field
uα

T , with coefficients depending on v̄α
T . In order to perform explicit Gauss-

ian integration of the generating functional one has first to understand
how the technical difficulties inherent such a dependence can be circum-
vented. The first problem that we have to face with is that, since (18) is
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defined only for t >0, also (23) is defined for positive times. As we discuss
in Appendix B, a standard procedure allows one to get rid of any singu-
larity of the action integral that might emerge for t →0+. This is a conse-
quence of the stucture of the linearized hydrodynamic operator appearing
in (23). The second problem concerns the possibility of obtaining an ana-
lytic expression for the generating functional. To this aim one can exploit
a perturbative expansion of (18) in powers of the inverse Reynolds num-
ber R−1. Actually, it is worth rewriting the solution (18) making explicit
its dependence on the Reynolds number:

v̄α
T (t, �x)= Uα

2


1+e

− U2

4νR2 t sin


 2√

b2 −(�a · �b)2

(
�b∧ �U

)
· �x

4νR




 with t >0.

(24)

Using R−1 as a perturbative parameter, one can expand v̄α
T at all orders

in R−1. When this expansion is substituted into (23) at leading order the
action functional, in Fourier transformed variables, takes the form

I (uT )=
∫

d4p

(2π)4
u

ρ
T (−p̂)M α

ρ (−p̂)F−1
αβ (p)M

β
ζ (p̂)u

ζ
T (p̂)+O

(
1

R2

)
.

(25)

We denote with u
ζ
T (p̂) the Fourier transform of the field u

ζ
T (x̂) with

p̂ ≡ (p0, �p), p0 and �p being the Fourier-conjugated variables of t and �x,
respectively. We introduce the representation of the action functional in
terms of the Fourier-transformed variables because this makes more trans-
parent the diagonalization procedure required to arrive at the final result.

The hydrodynamic evolution term M
β
ζ (p̂)u

ζ
T (p̂) is given by the

expression

M
β
ζ (p̂)u

ζ
T (p̂) =

{
δ
β
ζ

[
i

(
p0 + 1

2
�p · �U
)

+νp2 − C

4
�p · �U

(
�b∧ �U

)γ

4νR ∂pγ

]

−C

4
Uβ

(
�b∧ �U

)
ζ

4νR
}
u

ζ
T (p̂), (26)

where C = 2√
b2−(�a·�b)2

.
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The next step in this calculation requires the diagonalization of the
matrix M α

ρ (−p̂)F−1αβ(p)M
β
ζ (p̂). Since by definition the factor [Fαβ(p)]−1

is proportional to the identity operator in the space of the transverse solu-
tions6 we have just to diagonalize the matrix of the hydrodynamic opera-
tor M

β
ζ (p̂).

The computation of the eigenvalues, λ1, λ2 and λ3 of M
β
ζ (p̂) deserves

lengthy calculations sketched in Appendix C. Hereafter, we report the final
form of the generating functional:

W(η)=
∫

J (H)DφT e
− 1

2

∫
p̂ φ

ρ
T (−p̂)F−1(p)Iργ (p̂)φ

γ
T (p̂)+i

∫
p̂ ηT α(−p̂)φα

T (p̂)
, (27)

where we have used the short-hand notation
∫
p̂

≡ ∫ d4p

(2π)4 and

Iργ (p)=

λ∗

1(p̂)λ1(p̂) 0 0
0 λ∗

2(p̂)λ2(p̂) 0
0 0 λ∗

3(p̂)λ3(p̂)


 , (28)

J (H) is the Jacobian of the basis transformation u −→ φ, J −→ η

engendered by the matrix H , which diagonalizes M α
ρ (p̂). It is worth

pointing out that the transformed vector φα
T (p̂) still represents transverse

components. Gaussian integration yields the following expression of the
normalized functional in terms of the ηα source fields

W(η)= e
− 1

2

∫
p̂ η

ρ
T (−p̂)F (p)I−1

ργ η
γ
T (p̂)

. (29)

In practice, the explicit computation of the structure functions can be
accomplished by returning to the original representation, where the gen-
erating functional has the form

W(J )= e
− 1

2

∫
p̂ J

ρ
T (−p̂)F (p)

(
HI−1HT

)
ρσ

(p̂)J σ
T (p̂)

. (30)

In the next section we are going to derive an explicit expression for the
second-order structure function.

6More explicitly we have [Fαβ(p)]−1 =F−1(p)Pαβ(p) where F(p)=D0L
3(Lp)se−(Lp)2

.
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5. SHORT-DISTANCE BEHAVIOUR OF THE SECOND ORDER

STRUCTURE FUNCTION

The analytic expression obtained for the generating functional (30)
allows one to obtain all the statistical information about the fluctuations
around the basic solution v̄α

T . In this section we perform the explicit cal-
culation of the second-order structure function of the velocity field uα,
defined as

S2 =〈|uT (t, �r + �x)−uT (t, �x)|2〉
=〈∣∣(uα

T (t, �r + �x)−uα
T (t, �x))(uT α(t, �r + �x)−uT α(t, �x))

∣∣〉, (31)

The brackets denote averages over the stochastic forcing.
By assuming isotropy and homogeneity of the velocity field uα,

expression (31) is expected to assume the typical form of a scale invariant
function

S2(r)= rζ2F2

(
t,

r

L

)
. (32)

Here r =|�r| and L is the integral scale associated with the noise source. It
is worth stressing that, at variance with fully developed turbulent regimes,
here the assumption of isotropy and homogeneity have to be taken as a
plausible hypothesis allowing for analytic computations.

We want to point out that any exponent ζn must be independent of
the basis chosen for representing the functional W . For the sake of sim-
plicity, it is worth using (29) rather than (30) to obtain:

S2(r) =
(

δ

iδηα
T (t, �x + �r) − δ

iδηα
T (t, �x)

)

×
(

δ

iδηT α(t, �x + �r) − δ

iδηT α(t, �x)

)
W(η)

∣∣∣∣
η=0

. (33)

As shown in Appendix D, it turns out that S2(r) can be rewritten as fol-
lows:

S2(r)=−1
ν

(I1(r)+ I2(r)) . (34)

where

I1(r)= D0

(2π)2
r2

∞∑
n=0

(−1)n+1
�
(

s+3+2n
2

)

� (2n+4)

( r

L

)2n

(35)
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and

I2(r) = D0L
3 32ν2R

U2

{∫ ∞

0

p2dp

(2π)2
(Lp)se−(Lp)2

∫ 1

−1
dx
(
eiprx −1

)

×
( ∑

l=1,2

(
1−x2

) 1
3

x
2
3

[∑2
m=0 slmFm

(
x, 8ν2R

U2 p2;�,�
)

+ 1
2� x

2
3

(1−x2)
1
3

]

∏
i �=l

(∑2
k=0 (slk − sik)Fk

(
x, 8ν2R

U2 p2;�,�
))

+O

(
1

R2

))}
. (36)

The coefficients sij and the functions Fi , together with their argu-
ments, are specified in Appendix D.

The main contribution of the stochastic measure p2+se−(Lp)2
dp to the

first integral in (36) comes from a narrow region of wavenumbers close to
p̄, where the function p2+se−(Lp)2

has its maximum, i.e.

p̄ = 1
L

√
s +2

2
. (37)

Accordingly, the function 8ν2R
U2 p2 contributes to the integral by taking val-

ues close to 4(s+2)
R .

Moreover, for p = p̄ the sufficient condition (21) for the stability of
small perturbations determines an upper bound for the Reynolds number:

R�4(s +2). (38)

This implies that for sufficiently small R the wavenumber p̄ is stable.
Under this condition, the leading contribution in (36), consistently with
the expansion in R−1, can be obtained by performing an expansion in
powers of U2

8ν2Rp2 .
One finally obtains the complete expression of the structure function

(see Appendix D for details)

S2(r) = −1
ν

(I1(r)+ I2(r))∼− D0

(2π)2ν
r2

∞∑
n=0

{
(−1)n+1�

(
s +2n+3

2

)

×
[

1+�

� (2n+4)
− 2

13
3 �

�
2
3

2n+4
�(2n+6)

]( r

L

)2n
}

for 1<R�4(2+ s),

(39)
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At leading order in the distance r this expression is dominated by a dissi-
pative contribution.

We conjecture that this analysis can be extended to the parameter
region defined by the condition R � 4(2 + s), where the statistically rele-
vant wavenumbers can be unstable. As shown in Appendix D, in this case
I2(r) has two contributions: one is again dissipative, while there is another
one yielding the nontrivial scaling behavior r2/3. Specifically, the expres-
sion of S2(r) for R�4(2+ s) is found to be

S2(r) ∼−D0

πν




1+ �
2

4π
r2

∞∑
n=0

(−1)n+1
�
(

s+2n+3
2

)

�(2n+4)

( r

L

)2n

+ R 1
3

�
(

2
3

) ( ν

U

) 4
3
r

2
3

∞∑
n=0

Cn(�)�

(
3s +3n+5

6

)( r

L

)n

 . (40)

This expression is dominated by the term r2/3 for sufficiently small dis-
tances. Indeed, the crossover scale between the r2 and the r

2
3 terms occurs

at

r

L
∼FR− 3

4 . (41)

In Appendix D we evaluate the constant F ∼0.6 and we report the expres-
sion of the numerical coefficient C0(�). The general expression of the
coefficients Cn(�) appearing in (40) has been omitted, because it has no
practical interest for explicit calculations.

It is a remarkable fact that S2 can exhibit the scaling behavior
predicted by the K41 theory, which is assumed to hold (apart from inter-
mittency corrections) when the velocity fluctuations are turbulent in the
so-called inertial range of scales. This suggests that hydrodynamic fluctua-
tions in a system at the very initial stage of instability development already
contain some properties attributed to the developed turbulence regime.

6. CONCLUSIONS

In this paper we have exploited the field-theoretic approach to
reformulate the random forced Navier–Stokes problem in terms of the
evaluation of a quadratic action. This has the formal structure of a
large-deviation functional, describing thermal fluctuations of irreversible
stationary processes. The crucial step for obtaining such a statistical rep-
resentation is the integration over all longitudinal components of both
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velocity and the associated auxiliary fields. With respect to the standard
formulation which yields usual diagramatic strategies, we perform one
more field integration. The positive definite kernel, which connects the
hydrodynamic evolution operator in the action functional, is the inverse of
the forcing correlation function.

In terms of the action functional, the knowledge of the whole velocity
statistics reduces to the computation of functional integrals. However, due
to the intrinsic nonlinear character of the hydrodynamic operator several
technical difficulties have been solved for performing analytic calculations.
In particular, one has to introduce suitable approximations.

In order to obtain an analytic expression of the generating functional
we have identified a solution around which we have linearized the hydro-
dynamic evolution operator. We have also introduced a velocity field which
represents fluctuations with respect to this solution. A perturbative expan-
sion in the inverse Reynolds number finally yields the wanted result.

In principle, from this analytic treatment one can obtain all relevant
statistical information about the rsNSE by computing any velocity multi-
point structure function. In this paper we report only the explicit calcula-
tion of the two-point second-order moment of the velocity field. As shown
in the Appendices, the algebraic manipulations needed for obtaining the
final result are far from trivial also in this simple case.

In fact, in this paper we aim at understanding whether fluctuations
at the early stage of their development (accordingly, we dub them as pre-
turbulent fluctuations) already contain some important features of devel-
oped turbulence. We are interested, in particular, to characterize the scale
invariant properties of such fluctuations. In this respect, we find that they
are organized at different scales in a self-similar way. Remarkably, the scal-
ing exponent coincides with the dimensional prediction of the Kolmogorov
1941 theory,(11) valid for developed turbulence regimes. Whether or not
such exponent is a genuine reminiscence of the developed turbulence phe-
nomenology needs further investigations.

Unfortunately, the complexity of the derivation leading to the K41
scaling law does not allow us to identify precisely the very origin of such a
dimensional prediction. We can however argue a relationship between the
observed dimensional scaling and the conservation laws (for momentum
and energy) associated with the two eigenvalues of the matrix appearing
in the action functional (25).

Finally, it is worth observing that the dimensional scaling law emerges
for a particular choice we did for the pressure field: fluctautions have been
restricted around a solution for which the pressure is constant. Unfortu-
nately, owing to the fact that the analytical treatment is not duable in the
general case, we cannot substantiate the fact on whether the dimensional
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prediction we found is not a consequance of our particular choice for the
pressure fields.

At least three scenaries might be possible. Firstly, pressure field does
not affect neither the leading (dimensional) scaling law nor its prefac-
tor. It only affects the subleading scaling contributions. In this case our
simplification would capture the relevant physics of the problem. The sec-
ond possibility is that the leading scaling law does not change but this
is not for the prefactor. The last possibility is that pressure changes the
(dimensional) scaling law giving rise to intermittency corrections. Unfor-
tunately, at the present stage of our knowledge, we are not in the position
to select one scenary among the three we have pointed out. Further inves-
tigations are needed for this aim, which probably call to deep numerical
investigations of the system under consideration.

We want to conclude by outlining some open problems and perspec-
tives. A first question concerns the physical relevance of the solution (18)
around which we linerize the evolution operator. It represents a shear-
like solution, which is a well-known generator of instability. Moreover, its
unicity and stability properties seem to indicate that this solution can play
a major role in the determination of stationary nonequilibrium fluctua-
tion statistics to be attributed to the rsNSE. As a mathematical object, it
exhibits all the wanted features that one would like to attribute to such
a solution. On the other hand, the authors have not yet a physical intu-
ition for its relevance and aim at making some future progress in this
direction.

Another interesting point to be tackled concerns the computation of
the third-order momentum of the velocity correlators. In this case the pre-
dictions of our approach could be compared with the 4/5-law, which is
one among the very few exact results of turbulence theories.

Finally, the extension of our results to other classes of transport
problems, including passive scalar advection, could provide a better under-
standing of the basic mechanism at the origin of the observed scaling
behaviors.

APPENDIX A

In this appendix we perform the stability analysis of the solution v̄α
T

by the linearized equation

(
∂

∂t
−ν∇2

)
δv

γ

T (t, �x)+ v̄
β
T (t, �x)

∂

∂xβ
δv

γ

T (t, �x)+ δv
β
T (t, �x)

∂

∂xβ
v̄

γ

T (t, �x)=0

(A.1)
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with the constraint

∂

∂xγ

(
v̄

β
T (t, �x)

∂

∂xβ
δv

γ

T (t, �x)+ δva
β
T (t, �x)

∂

∂xβ
v̄

γ

T (t, �x)

)
=0.

In Section 3 we have already observed that v̄α
T is a quasi-steady solution

for a time t �τD = 4νR2

U2 . The Fourier transform of Eq. (A.1) with respect
to the space vector �x yields:

∂

∂t
δṽα

T

(
t, �k
)

−νk2δṽα
T

(
t, �k
)

+ i

2
�k · �Uδṽα

T

(
t, �k
)

+1
4
e
− t

τD

{
Uβkβ

[
δṽα

T

(
t, �k −C

�b∧ �U
4νR

)
−δṽα

T

(
t, �k +C

�b∧ �U
4νR

)]

+UαC

(
�b∧ �U

)
β

4νR

[
δṽ

β
T

(
t, �k −C

�b∧ �U
4νR

)
+δṽ

β
T

(
t, �k +C

�b∧ �U
4νR

)]}

=0, (A.2)

where C = 2√
b2−(�a·�b)2

. By performing a perturbative expansion up to

second-order in the parameter R−1, one obtains the system of equations

∂

∂t
δṽα

T (0)

(
t, �k
)

+νk2δṽα
T (0)

(
t, �k
)

+ i

2
�k · �Uδṽα

T (0)

(
t, �k
)

=0, (A.3)

∂

∂t
δṽα

T (1)

(
t, �k
)

+νk2δṽα
T (1)

(
t, �k
)

+ i

2
�k · �Uδṽα

T (1)

(
t, �k
)

= 1
2

�k · �UC

(
�b∧ �U

)
β

4νR
∂

∂kβ

δṽα
T (0)

(
t, �k
)

− 1
2
UαC

(
�b∧ �U

)
β

4νR δṽ
β

T (0)

(
t, �k
)

,

(A.4)
∂

∂t
δṽα

T (2)

(
t, �k
)

+νk2δṽα
T (2)

(
t, �k
)

+ i

2
�k · �Uδṽα

T (2)

(
t, �k
)

= 1
2

�k · �UC

(
�b∧ �U

)
β

4νR
∂

∂kβ

δṽα
T (1)

(
t, �k
)

− 1
2
UαC

(
�b∧ �U

)
β

4νR δṽ
β

T (1)

(
t, �k
)

.

(A.5)
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This system of equations yields the perturbative solution

δṽα
T

(
t, �k
)

= e
−
(
νk2+ i

2
�U ·�k
)
t
{
Fα

(0)

(
�k
)

+Fα
(1)

(
�k
)

+C
�k · �U
8νR

[(
�b∧ �U

)
· �∇kF

α
(0)

(
�k
)

t − Uα

�k · �U
(
�b∧ �U

)
· �F(0)

(
�k
)

t

−
(
�b∧ �U

)
· �kFα

(0)

(
�k
)

νt2
]
+O

(
1

R2

)}
(A.6)

where the functions F s are determined by the initial conditions: they are
found to be of O(1) for any k.

The exponential term in front of (A.6) makes the perturbative solu-
tion vanish in the limit of large time t , provided the perturbative series
contained in the curly brackets does not diverge faster in such a limit. This
requirement can be translated into the following spectral condition:

8ν2R
U2

k2 >1. (A.7)

This inequality indicates that the instability of solution (18) may originate
only from sufficiently small values of the wavenumber k.

APPENDIX B

As shown in Section 3 the solution v̄α
T of the hydrodynamic opera-

tor in the action functional (12) is defined for t >0. Accordingly, it breaks
Galilean invariance, thus giving rise to the well-known Doppler effect, i.e.
k0 →k0 + 1

2
�k · �U .

Moreover, since in Section 4 we evaluate the action functional by
applying a saddle-point expansion around v̄α

T , the approximated expres-
sion (23) contains a time integral that has to be restricted to t > 0 only.
This amounts to assume that the action should be identically zero for
t <0. Accordingly, one cannot exclude the possibility that a singularity in
the time integral may originate at t =0.

In this appendix we want to show that one can easily exclude the
presence of any singularity by passing to a Fourier-transformed represen-
tation of the action functional (23): according to a standard field-theo-
retic technique the addition of a small immaginary part to the frequency
appearing in the Fourier-transformed integral allows one to control its
regular behavior for t →0+.
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For the sake of clarity, we present this procedure only for two of the
terms appearing in (23). Actually, one can easily realize that the procedure
can be extended to all the terms: we just report the final result, thus avoid-
ing the writing of lengthy formulae.

Let us consider the term

I1 =
∫ ∞

0
dt

∫
d3x

∫
d3y

∂

∂t
uα

T (t, �x)F−1αβ(|�x − �y|) ∂

∂t
u

β
T (t, �y). (B.1)

In principle, the integral in the time domain is ill-defined. We can
pass to Fourier-transformed variables and rewrite it as follows:

I1 =−
∫ +∞

−∞

dk0

2π

∫ +∞

−∞

dq0

2π

∫
d3k

(2π)3

∫ +∞

0
dt ei(k0+q0)t ũα

T (k0, �k)
k0q0

Fαβ(k)
ũ

β

T (q0,−�k).

(B.2)

The time integral can be regularized by adding a small immaginary part
iε to the frequency component and the integral I1 is transformed into

I ′
1 = −

∫
d3k

(2π)3

∫ +∞

−∞

dk0

2π

∫ +∞

−∞

dq0

2π

∫ +∞

0
dt ei(k0+q0+iε)t ũα

T (k0, �k)k0q0ũ
β

T (q0,−�k)

=
∫

d3k

(2π)3

∫ +∞

−∞

dk0

2π

∫ +∞

−∞

dq0

2π

k0q0

i(k0 +q0 + iε)
ũα

T (k0, �k)ũ
β

T (q0,−�k)

=
∫

d3k

(2π)3

∫ +∞

−∞

dk0

2π

∫ +∞

−∞

dq0

2π

k0(q0 −k0)

i(q0 + iε)
ũα

T (k0, �k)ũ
β

T (q0 −k0,−�k). (B.3)

By performing the limit ε →0+ one obtains

I ′
1 =−

∫
d3k

(2π)3
i

∫ +∞

−∞
dk0

2π

[
P

∫ +∞

−∞
dq0

2π

1
q0

k0(q0 −k0)ũ
α
T (k0, �k)ũ

β

T (q0 −k0,−�k)

−iπ

∫ +∞

−∞
dq0

2π
δ(q0)k0(q0 −k0)ũ

α
T (k0, �k)ũ

β

T (q0 −k0,−�k)

]

=−i

∫
d3k

(2π)3

∫ +∞

−∞
dk0

2π

[
1

2π
P

∫ +∞

−∞
dq0

k0(q0 −k0)

q0
ũα

T (k0, �k)ũ
β

T (q0 −k0,−�k)

+ i

2
k2

0 ũα
T (k0, �k)ũ

β

T (−k0,−�k)

]
. (B.4)

In this equation P denotes the principal value. The nontrivial part to
be computed is contained in the square brackets. One has to consider
that the fluctuations uα

T (t, �x) become negligible for scales smaller than the
Kolmogorov scale. Since they are defined for t > 0 and the time integral
is singular in t = 0, we have that its Fourier-transformed representation
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should exhibit a unique singularity at infinity, where it vanishes for
Im q0 <0. One can write:

1
2π

P

∫ +∞

−∞
dq0

k0(q0 −k0)

q0
ũα

T (k0, �k)ũ
β
T (q0 −k0,−�k)

=−k2
0 ũα

T (k0, �k)

2π
P

∫ +∞

−∞
dq0

ũ
β
T (q0 −k0,−�k)

q0

= i

2
k2

0 ũα
T (k0, �k)ũ

β
T (−k0,−�k). (B.5)

Making use of this result, one can easily conclude that (B.2) can be
written as follows:

I1 =
∫

dk0d
3k

(2π)4
k2

0 ũα
T (k0, �k)F−1αβ(k)ũ

β
T (−k0,−�k). (B.6)

Now, let us consider one of the terms of (23) which exhibits the Doppler
effect in its Fourier-transformed representation:

I2 =
∫ ∞

0
dt

∫
d3x

∫
d3y

∂

∂t
uα

T (t, �x)F−1αβ(|�x − �y|)v̄λ
T (t, �y)∂λu

β
T (t, �y)

= Uλ

2

∫
d3k

(2π)3

∫ +∞

−∞
dk0

2π

∫ +∞

−∞
dq0

2π

{∫ +∞

0
dt ei(k0+q0+iε)t ũα

T (k0, �k)
k0kλ

Fαβ(k)
ũ

β
T (q0,−�k)

+
∫ +∞

0
dt e

i(k0+q0+i U2

4νR2 )t i

2
ũα

T (k0, �k)
k0

Fαβ(k)

[
−
(

kλ +C
(�b∧ �U)λ

4νR

)
ũ

β
T

(
q0,−�k −C

�b∧ �U
4νR

)

+
(

kλ −C
(�b∧ �U)λ

4νR

)
ũ

β
T

(
q0,−�k +C

�b∧ �U
4νR

)]}

= 1
2

∫
d3k

(2π)3

∫ +∞

−∞
dk0

2π

∫ +∞

−∞
dq0

2π

{
i

k0 +q0 + iε
ũα

T (k0, �k)
k0(�k · �U)

Fαβ(k)
ũ

β
T (q0,−�k)

− 1

(k0 +q0 + i U2

4νR2 )
ũα

T (k0, �k)
k0(�k · �U)

Fαβ(k)
C

(�b∧ �U)λ

4νR
∂

∂kλ

ũ
β
T (q0,−�k) +O

(
1

R2

)}
. (B.7)

We expand the solution v̄λ
T up to first order in powers of R−1 and we

obtain the final expression:

I2 = 1
2

∫
dk0 d3k

(2π)4
ũα

T (k0, �k)
k0(�k · �U)

Fαβ(k)

×
{

ũ
β
T (−k0,−�k)+ iC

(�b∧ �U)λ

8νR
∂

∂kλ

ũ
β
T (−k0,−�k)+O

(
1

R2

)}
.
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As in the previous case, one can regularize the integral in t =0 by per-
forming the limit ε →0+. By applying this procedure to all of the remain-
ing terms in (23) one arrives at the final expression (25).

APPENDIX C

In this appendix we sketch the calculation of the eigenvalues of the
matrix M

β
ζ (p̂) defined in (26). In fact, the perturbative expansion of the

solution (18) in powers of 1
R induces an analogous expansion for this

matrix. Formally, one can write

M =M(0) +M(1) +· · · , (C.1)

where

Mα
(0) β = δα

β

[
i

(
p0 + 1

2
�p · �U
)

+νp2
]

,

Mα
(1) β =−δα

β

C

4
�p · �U

(
�b∧ �U

)γ
4νR ∂pγ − C

4
Uα

(
�b∧ �U

)
β

4νR . (C.2)

The matrix M
β
ζ (p̂) acts on the two-dimensional space of the transverse

functions and on the one-dimensional space of the longitudinal functions.
Only the transverse degrees of freedom are physically relevant.

A complete orthonormal basis in R3 is given by the vectors

�α
1 =

(
�b∧ �p

)α
√

f (p)
,

�α
2 =

g(p)
(
�b∧ �p

)α −f (p)
(

�U ∧ �p
)α

√
f (p)

√
f (p)h(p)−g2(p)

, (C.3)

�α
3 = pα

p
,

where

f (p)=b2p2 − (�b · �p)2, g(p)= (�b · �U)p2 − (�b · �p)( �U · �p),

h(p)=U2p2 − ( �U · �p)2. (C.4)
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�α
1 and �α

2 span the transverse subspace, while �α
3 spans the longitudinal

one. In analogy with (C.1), also the eigenvalues of M
β
ζ (p̂) can be repre-

sented by a perturbative expansion in powers of 1
R , namely as

λa =λa
(0) +λa

(1) +· · · where a =1,2,3. (C.5)

The zero-order eigenvalues λa
(0)

are degenerate and have the form

λa
(0) =

(
i

(
p0 + 1

2
�p · �U
)

+νp2
)

. (C.6)

The evaluation of the first-order corrections λa
(1)

requires the diagonaliza-
tion of the matrix with elements M(1)ij =(�i,M(1)�j

)
, (i, j =1,2,3). After

some simple but lengthy calculations one finds

λ1
(1) = 1

2

(
M(1)11 +M(1)22 −

√(
M(1)11 +M(1)22

)2 +4M(1)21M(1)12

)
,

λ2
(1) = 1

2

(
M(1)11 +M(1)22 +

√(
M(1)11 +M(1)22

)2 +4M(1)21M(1)12

)
,

λ3
(1) =M(1)33 (C.7)

with

M(1)11 = C

16νR

(
�b∧ �U

)
· �p

f (p)
w(p),

M(1)22 = − C

16νR

((
�b∧ �U

)
· �p
)(

�b · �p
)

g(p)

f (p)
(
f (p)h(p)−g2(p)

)
[(

�p · �U
)

w(p)+ (�b · �U)g(p)−U2f (p)
]
,

M(1)12 = − C

16νR

((
�b∧ �U

)
· �p
)(

�b · �p
)

f (p)
√

f (p)h(p)−g2(p)

[(
�b · �U
)

g(p)+2
(

�p · �U
)

w(p)−U2f (p)
]
,

M(1)21 = − C

16νR

((
�b∧ �U

)
· �p
)

f (p)
√

f (p)h(p)−g2(p)

(
�b · �U
)[(

�b · �p
)

g(p)−
(

�p · �U
)

f (p)
]
,

M(1)33 = − C

16νR

(
�p · �U
)

p2

((
�b∧ �U

)
· �p
)

, (C.8)
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where we have introduced the further definition:

w(p)=b2( �p · �U)− (�b · �p)(�b · �U). (C.9)

Without prejudice of generality, we can specify the geometrical structure
of the flow. For the sake of simplicity, we assume that the vector �r (i.e. the
Fourier-conjugated variable of �p) corresponds to the polar axis and that
the vector �b is orthogonal to both �r and �U . With this assumption the two
physically relevant first-order corrections to the eigenvalues are

λ1
(1) =0,

λ2
(1) = U2

16νR
{

sin θU cos θU

[
cos2 φU + cos (2(φU −φ))

]
sin2 θ

+ cos2 θU sin 2θ cos(φU −φ)
}

. (C.10)

Since λ3
(i) is associated to the longitudinal part, it does not play any role

in our calculations.

APPENDIX D

In this appendix we aim at reporting the main calculations needed
for obtaining an explicit expression for (33). According to the perturbat-
ive approach discussed in detail in Appendix C, S2(r) can be written as
follows:

S2(r)∼−2
∫

dp0 d3p

(2π)4

(
ei �p·�r−1

) 2∑
α=1

F(p)(
p0+ 1

2 �p · �U
)2+
(
νp2 +λα

(1)
( �p, �U, �b)

)2
.

(D.1)

The eigenvalues λα
(1)

which appear in this equation have been computed
up to first order of the perturbative expansion in R−1. Notice that the
sum is restricted to the first two eigenvalues (α=1,2), which correspond to
the transverse components of the velocity field. Actually, the third eigen-
value, corresponding to the longitudinal components of the velocity field,
is ineffective for our calculations.

Explicit integration over p0 yields

S2(r)∼−
∫

d3p

(2π)3

ei �p·�r −1
ν

2∑
α=1

F(p)

p2 + 1
ν
λα

(1)
( �p, �U, �b)+· · · . (D.2)
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With the particular choice performed in Appendix C for the geometrical
structure of the flow, S2(r) can be expressed as the sum of two terms: the
first one is associated with the null eigenvalue λ1

(1)
, while the second one

depends on the nonzero eigenvalue λ2
(1)

. Namely,

S2(r)=−1
ν

(I1(r)+ I2(r)) . (D.3)

By considering the explicit expressions of the statistical function F(p)
and of the eigenvalues λα

(1)
(see Eq. (C.10)), one has

I1(r) = D0L
3
∫

d3p

(2π)3

(
ei �p·�r−1

) (Lp)se−(Lp)2

p2
, (D.4)

I2(r) = D0L
3
∫

d3p

(2π)3

(
ei �p·�r−1

)
(Lp)se−(Lp)2

p2+ U2

16ν2R
[
2 sin θU cos θU sin2 θ cos2 φ+cos2 θU sin 2θ cosφ

] .
(D.5)

In the r.h.s. of this equation we have also exploited translational invari-
ance for applying the transformation (φU −φ)→−φ. The analytic calcu-
lation of (D.4) is obtained by a standard procedure:

I1(r) =D0L
3
∫

d3p

(2π)3

(
ei �p·�r −1

) (Lp)se−(Lp)2

p2

= D0L
2

2π2

∞∑
n=1

(−1)n

(2n)!(2n+1)

( r

L

)2n
∫ ∞

0
dζ ζ s+2ne−ζ 2

= D0

(2π)2
r2

∞∑
n=0

(−1)n+1
�
(

s+3+2n
2

)

� (2n+4)

( r

L

)2n

. (D.6)

For what concerns I2(r), we first perform the integration over the variable
φ, namely:

I2(r)=D0L
3
∫ ∞

0

p2dp

(2π)3
(Lp)se−(Lp)2

∫ +1

−1
d(cos θ)

(
eipr cos θ −1

)
I0, (D.7)

where

I0 =
∫ 2π

0

dφ

p2 + U2

16ν2R
[
2 sin θU cos θU sin2 θ cos2 φ + cos2 θU sin 2θ cosφ

]

=−i
32ν2R

U2

∫
γ

zdz

az4 +bz3 + cz2 +bz+a
(D.8)
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with z = eiφ and the integration is on the unit circle γ . The coefficients
a, b, c are given by

a = sin θU cos θU sin2 θ, b=2 cos2 θU sin θ cos θ

c= 32ν2R
U2

p2 +2 sin θU cos θU sin2 θ. (D.9)

The evaluation of the integral (D.8) requires the knowledge of
the root of a fourth-order algebrical equation. By exploiting the Euler
method(14) we end up with the expression

zi = zi

(
x,

8ν2R
U2

p2;�,�

)

= x
1
3

(
1−x2

) 1
6


 2∑

l=0

silFl

(
x,

8ν2R
U2

p2;�,�

)
+ 1

2
�

x
2
3

(
1−x2

) 1
3


 i =1,2,3,4.

The following definition has been adopted:

Fl = Fl

(
x,

8ν2R
U2

p2;�,�

)

=
{

�
2
3

12

[
81
4

�4 x4

(
1−x2

)2 + 81
2

�2 x2(
1−x2

) −90

− 64
�2

1−x2

x2
+ 8ν2R

U2
p2

(
189

�2

�

x2

(
1−x2

)2 + 382

�
(
1−x2

) −120
�2

� x2

)

+
(

8ν2R
U2

p2

)2(
504

�2
(
1−x2

)2 + 47 �2

�2 x2
(
1−x2

)
)

+
(

8ν2R
U2

p2

)3
32 �2

�3 x2
(
1−x2

)2



1
3

×
(

εl
[
1+ (1−4×27 h)

1
2

] 1
3 + εl−3

[
1− (1−4×27 h)

1
2

] 1
3

)
+ 1

2
�

4
3 x

4
3

(
1−x2

) 4
6

+1
3

(
1−x2

) 1
3

�
2
3 x

2
3

+ 8ν2R
U2

p2 2

3�
2
3 � x

2
3
(
1−x2

) 4
6




1
2

, (D.10)
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with

x = cos θ, �= sin θU cos θU , � = cot θU , (D.11)

sil ⇔




1 1 1
1 −1 −1

−1 1 −1
−1 −1 −1


 . (D.12)

Here ε is the cubic root of unit: ε = −1+i
√

3
2 . The explicit expression of the

function h follows:

h =
[

16+30 �2 x2

1−x2
+ 111

4
�4 x4

(1−x2)2
+16

8ν2R
U2

p2

�

17�2x2 +3(1−x2)

(1−x2)2

+48

(
8ν2R
U2

p2

�

)2
1

(1−x2)2




3

×
[
−128+81 �4 x4

(1−x2)2
+ 81

2
�6 x6

(1−x2)3

−180�2 x2

1−x2
+ 8ν2R

U2

p2

�

(
378

�4x4

(1−x2)3
+764

�2x2

(1−x2)2
−240

1
1−x2

)

+
(

8ν2R
U2

p2

�

)2(
1008

�2x2

(1−x2)3
+94

1
(1−x2)2

)
+64

(
8ν2R
U2

p2

�

)3
1

(1−x2)3




−2

.

(D.13)

Only the roots z1 and z2 are included into the unit circle, therefore (D.7)
becomes

I2(r) = D0L
3 32ν2R

U2

∫ ∞

0

p2dp

(2π)2
(Lp)se−(Lp)2

∫ 1

−1
dx
(
eiprx −1

)

×
∑
l=1,2

(
1−x2

) 1
3

x
2
3

[∑2
m=0 slmFm

(
x, 8ν2R

U2 p2;�,�
)

+ 1
2� x

2
3

(1−x2)
1
3

]

∏
i �=l

(∑2
k=0 (slk − sik)Fk

(
x, 8ν2R

U2 p2;�,�
)) .

(D.14)

As we have already observed in Section V, only the values of the vari-

able p around p̄= 1
L

√
s+2

2 give a significant contribution to the integral in

(D.14). We observe that 8ν2R
U2 p̄2 → 4(s+2)

R and the stability condition (21)
imposes:

1<R<4(s +2). (D.15)
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The evaluation of the leading terms is then possible by performing an
expansion in the parameter U2

8ν2Rp−2 → R
8 ζ−2 that, by virtue of (D.15), is

smaller than unit if ζ <

√
s+2

2 .

For ζ >

√
s+2

2 the contribution to the integral rapidly vanishes. For
1<R�4(s +2) we obtain

S̄2(r) = − 1
ν

(I1(r)+ I2(r))∼− D0

(2π)2ν
r2

×
∞∑

n=0

{
(−1)n+1�

(
s +2n+3

2

)[
1+�

� (2n+4)
− 2

13
3 �

�
2
3

2n+4
�(2n+6)

]( r

L

)2n

}
.

(D.16)

By extending the validity of our calculations to R > 4(s + 2), we have
8ν2R
U2 p2 → 8

Rζ 2 < 1 for ζ <

√
s+2

2 . As in the previous case, we expand

(D.14) in power of the parameter 8
Rζ 2 <1 and we obtain:

I2(r) ∼�D0L
2
∫ ∞

0

dζ

(2π)2
ζ se−ζ 2

∫ 1

−1
dx
(
eiζ r

L
x −1

){1+ 8
Rζ 2 +· · ·

2

+ 8
R�

∑
l=1,2

(
1−x2

) 1
3

x
2
3




[∑2
m=0 slmFm (x,0;�,�)

]
∏

i �=l

(∑2
k=0 (slk − sik)Fk (x,0;�,�)

)

+ 8
Rζ 2 ∂

∂y

[∑2
m=0 slmFm (x, y;�,�)

]
∏

i �=l

(∑2
k=0 (slk − sik)Fk (x, y;�,�)

)
∣∣∣∣∣∣
y=0

+· · ·




 .

(D.17)

Two different terms, IA
2 (r)+ IB

2 (r)= I2(r), can be identified in (D.17). The
evaluation of the first term is straightforward:

IA
2 (r) ∼ �D0L

2

2

∫ ∞

0

dζ

(2π)2
ζ se−ζ 2

∫ 1

−1
dx
(
eiζ r

L
x −1

)(
1+ 8

Rζ 2 +· · ·
)

= �D0

2(2π)2
r2

∞∑
n=0

(−1)n+1

�(2n+4)

(
�

(
s +2+2n

2

)
+ 8

R�

(
s +5+2n

2

))

×
( r

L

)2n
(

1+ 4(s +2)

R +· · ·
)

. (D.18)
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The evaluation of the second term is more cumbersome. The leading term
can be recasted in the form:

IB
2 (r) ∼ 8D0L

2

R
∫ ∞

0

dζ

(2π)2
ζ se−ζ 2

∫ 1

−1
dx
(
eiζ r

L
x −1

) (1−x2
) 1

3

x
2
3

∞∑
n=0

An(�)x2n.

(D.19)

The coefficients Ai are �-dependent numerical constants. The first two of
them are given by the expressions

A0(�) = 1

16
√

3
(
1− sin π

6

)
cos
(

1
3 tan−1

√
26
) ,

A1(�) =−
65 sin

(
2
3 tan−1

√
26
)

512
√

26 cos2
(

1
3 tan−1

√
26
)�2, . . . (D.20)

The exact form of these coefficients is however irrelevant for our analysis.
Some tedious standard calculations yield:

IB
2 (r) = D0R

1
3

π�
(

2
3

) ( ν

U

) 4
3
r

2
3

∞∑
n=0

Cn(�)�

(
3s +3n+5

6

)( r

L

)n
, (D.21)

where the coefficients Cn(�) depend on the constants Ai . For n = 0 one
has

C0(�)= 54
√

3−74

27
√

3
A0 + 128

9
√

3
A1(�). (D.22)

The comparison between IB
2 (r) and IA

2 (r) indicate that a crossover
between the corresponding scaling behaviors occurs at

r ∼
∣∣∣∣∣2×8.328

√
π

0.0336−0.1127 cot2 θU

2+ sin θU cos θU

∣∣∣∣∣
3
4

R− 3
4 L. (D.23)

For the perturbative expansion in 1
R to be meaningful, the parameter θU

must have a value close to π
2 . This implies:

r ∼FR− 3
4 L, with F ∼0.6.
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